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OVERVIEW

In this Supplemental Material we provide supporting information related to our numerical methods, and concerning the triple
points (TPs) and the multi-band nodal-line (NL) links of Li2NaN without and with strain, respectively. The information is
organized into four parts. We begin in Sec. I with our construction of a four-band tight-binding (TB) model of the compound
fitted to first-principles calculations. Here, we first summarize in Sec. I A the methods employed in the first-principles modelling
of Li2NaN, and then in Sec. I B we present a symmetry-based detachment scheme that allows us to separate the four most relevant
bands from the rest of the spectrum. The fitted TB model has been made available as part of the Supplementary Data [1].

We continue in Sec. II with presenting the algorithm used to find the nodal lines in the full Brillouin zone (BZ) [cf. Fig. 3(c–f)
of the main text] for the fitted TB model. Next, in Sec. I we carefully analyze the surface states of Li2NaN without and with
strain [cf. Fig. 3(h) of the main text]. We compare them against the bulk quaternion charges [cf. Fig. 3(g) of the main text] and
observe a consistency with a bulk-boundary correspondence conjectured by Ref. [2] after also including the surface states that
hybridize with the bulk states. In Sec. IV we present additional data showing the imprint of the strain-induced nodal conversion
in Li2NaN on its bulk density of states and optical conductivity. Finally, in Sec. V, we present the first-principles data showing
the TPs in the newly proposed material candidates in Table I and justifying their placement in that table.

I. CONSTRUCTION OF A TIGHT-BINDING MODEL FOR Li2NaN

In the main text we discuss the triple-point metal Li2NaN as a model material which we predict to exhibit the conversion
of TPs to multi-band nodal links, and we study certain associated material properties. The results discussed there are obtained
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FIG. S1. (a) Band structure of Li2NaN along the lines of symmetry in an energy window around the Fermi level, obtained from first-principles
calculations. The irreducible representations of all bands at the points of symmetry are shown. For brevity, we refer to the lowest-energy
displayed band (blue) as ‘first’, the next (yellow) as ‘second’, and so forth. (b) Contribution of orbitals (colored overlays) to the band structure
(gray lines) of Li2NaN. The width of the colored overlays indicates the weight of the corresponding orbital.

Element Orbital Position Wyckoff pos. IR

Na s (0, 0, 1/2) b A1g

N (px, py) (0, 0, 0) a E1u

N pz (0, 0, 0) a A2u

TABLE S1. Orbitals used in the construction of the low-energy tight-binding model for Li2NaN. The position is expressed in fractions of the
primitive lattice vectors in Eq. (S2). The last two columns give the corresponding Wyckoff position and irreducible representation (IR) of the
site-symmetry group.

from a TB model, whose construction we describe in this section. We first summarize the methods used in the first-principles
modelling of Li2NaN in Sec. I A, before presenting a symmetry-consistent scheme for detaching the four most relevant bands
near the Fermi level as well as our method of fitting the free parameters of the constructed TB model in Sec. I B.

A. First-principles calculations

The tight-binding model is set up as an effective low-energy theory of the results of first-principles calculations. Therefore,
density functional theory (DFT) calculations are performed with the projected augmented wave (PAW) method as implemented in
the Vienna ab initio simulation package (VASP) [3, 4] with generalized gradient approximation (GGA) and PBE approximation
[5]. We use a Γ-centered 10 × 10 × 8 k-mesh. Using plane-wave-based wave functions and space group operators generated
by VASP, we calculate the traces of matrix representations to get the irreducible representations of the energy bands at high-
symmetry points in the first Brillouin zone [cf. Fig. S1(a)] with the help of irvsp [6]. Using compatibility relations [7] we
then deduce that the irreducible representations of the lines of symmetry. The contributions to energy bands from orbitals
[cf. Fig. S1(b)] are obtained by projecting wavefunctions to ion-centered spherical harmonic functions with different quantum
numbers. In the following we will number the bands starting from the yellow band in Fig. S1(a), which we will refer to as the
‘first’ band, even though the first-principles results contain an additional band at even lower energy (approximately −10 eV).

Furthermore, we rebuild the crystal structures for compressive and tensile strain by reducing and enlarging the y-component
of each lattice vector. Surface states are then calculated using the WannierTools package [8] which is based on the maximally
localized Wannier-function tight-binding model [9] constructed by the Wannier90 package [10]. We use the sodium s-orbital,
and nitrogen p-orbitals as initial wave functions for the localization.

B. Effective low-energy tight-binding model

To construct an effective low-energy TB model for Li2NaN, we need to choose a minimal set of orbitals. From the first-
principles data [Fig. S1(b)] we deduce that the band structure close to the Fermi level is dominated by four orbitals, namely
sodium (Na) s, and nitrogen (N) px,y,z [Table S1]. The compound contains one of each per the primitive unit cell, suggesting
it is possible to construct a four-band model that reproduces the low-energy properties of Li2NaN. Note, however, that in the
first-principles data the fourth band intersects with the fifth band multiple times, in particular leading to two-dimensional (2D)
irreducible representations (IRs) at K and H [Fig. S1(a)]. Furthermore, other orbitals become dominant at these locations,
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Wyckoff pos. 1a (6/mmm) 1a (6/mmm) 1b (6/mmm)
Band rep. E1u ↑ G(2) A2u ↑ G(1) A1g ↑ G(1)

Γ Γ−6 (2) Γ−2 (1) Γ+
1 (1)

M M−
3 (1) ⊕ M−

4 (1) M−
2 (1) M+

1 (1)
K K5(2) K3(1) K1(1)
A A−6 (2) A−2 (1) A−2 (1)
L L−3 (1) ⊕ L−4 (1) L−2 (1) L−2 (1)
H H5(2) H3(1) H3(1)

TABLE S2. Elementary band representations (EBRs) induced from the irreducible representations of the site-symmetry group of the Wyckoff

positions for the orbitals given in Table S1.

notably the lithium (Li) pz along LH and HA [Fig. S1(b)]. Thus, we need to artificially detach the fourth and fifth band, which
prevents the resulting TB model from reproducing the band structure near those crossings. Nevertheless, as these degenracies
lie at energies far from the Fermi level (3 to 4 eV), this mismatch is not relevant for the low-energy properties.

We verify that such a detachment of bands is consistent with symmetries using the machinery of topological quantum chem-
istry (TQC) [11–13]. Using the WYCKPOS and POINT applications on the Bilbao crystallographic server (BCS) [14, 15] we
determine the Wyckoff letters and irreducible representations (IRs) of the four orbitals in the model [Table S1]. These serve as
an input for the BANDREP application [7, 11] on the BCS which calculates the elementary band representations (EBRs) induced
from the IRs of the site-symmetry group of the Wyckoff positions [Table S2]. Matching them to the IRs in Fig. S1(a), we notice
that not only the ones at the Dirac points at K and H need to be replaced, but also the one at L, namely

K5 → K1, H6 → H3, L+
3 → L−2 . (S1)

Due to band inversions, these IRs appear in the band structure at somewhat higher energies (K1 is the eighth band at E ≈ 6.5 eV,
H3 is the ninth band at E ≈ 8.7 eV, and L−2 is the fifth band at E ≈ 5.0 eV). Finally, we need to check the compatibility relations
for the modified IRs of the detached fourth band to ensure that the observed band connectivity is compatible with the IRs. Using
the COMPATIBILITY RELATIONS application [7] on the BCS we find that both M+

1 → T1 → K1 and A−2 → R3 → L−2 → S 3 →
H3 → Q3 → A−2 are compatible.

Having identified the relevant orbitals and the parts of the band-structure to be reproduced, we construct a symmetry-consistent
TB model. Given the orbitals and the isogonal point group D6h we determine the symmetry-restricted family of Bloch Hamilto-
nians using the qsymm Python package [16]. We choose primitive lattice vectors

t1 =


0
−a
0

 , t2 =


a
√

3/2
a/2
0

 , t3 =


0
0
c

 (S2)

with a and c being the in-plane and out-of-plane lattice constants, respectively. We further fix the Hilbert-space basis
(Npx,Npy,Npz,Nas), i.e. in terms of the IRs (E1u(2), A2u(1), A1g(1)).

As the input to the qsymm package, we provide (i) the set of generators of D6h, including the matrix co-representations
which are determined by the IRs of the orbitals [listed in Table S3(left)], and (ii) the considered hopping vectors [listed in
Table S3(right)] between nearby atoms. We only consider hoppings up to nearest neighbors in terms of unit cells, which results
in six independent terms (all symmetry-related hopping terms are taken into account implicitly). The relevant Python script as
well as its output can be found in the Supplementary Data [1]. We note that the resulting family of Bloch Hamiltonians does
not consist of real matrices. However, because we need the Hamiltonian to be real when computing the quaternion invariant, we
rotate the basis such that PT = 1K using the unitary transformation U = diag(1, 1, 1, i).

We arrive at a 13-parameter family of Bloch Hamiltonians, which we now fit to the first-principles band structure along the
lines of symmetry. We cannot expect the model to fit well everywhere, because it contains a reduced number of orbitals, and
because of the symmetry-consistent replacement of IRs at points K, H and L, as argued above. In order to capture the relevant
features, i.e. the energies close to the Fermi level and the band connectivity, we proceed as follows: First, we set the energy
of the 2D IR along ΓA exactly to zero, which is almost exact according to the first-principles data. Then, we determine initial
values for ten out of the remaining eleven parameters by diagonalizing the eleven-parameter family of Hamiltonians on lines
of symmetry and using the dimension of the IRs to match the resulting expressions for eigenvalues to the numerically obtained
band structure. Finally, we fit the eleven parameters not fixed in the first step using a weighted least-square algorithm with the
weight function

w(E) =
w0 + 1

2 coth
(
λ∆E

2

) [
tanh

(
λ
(

∆E
2 + E

))
+ tanh

(
λ
(

∆E
2 − E

))]

1 + w0
, (S3)
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Generator Action on position Matrix co-representation

C+
6



1
2 −

√
3

2 0√
3

2
1
2 0

0 0 1





1
2 −

√
3

2 0 0√
3

2
1
2 0 0

0 0 1 0
0 0 0 1



C′21


1 0 0
0 −1 0
0 0 −1





1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1



T

1 0 0
0 1 0
0 0 1





1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1



P

−1 0 0
0 −1 0
0 0 −1





−1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1



Atom 1 Atom 2 Hopping vector

N N t1

N N t3

Na Na t1

Na Na t3

N Na 1
2 t3

N Na t1 + 1
2 t3

TABLE S3. (left) Generators of the isogonal point group D6h including their action on position and the matrix co-representation in the Hilbert
space spanned by the orbital basis (Npx,Npy,Npz,Nas) [Table S1]. (right) Hopping terms between the atoms listed in Table S1.

FIG. S2. Band structure of Li2NaN (a) along the lines of symmetry and (c) near the triple point. First-principles data (only a fraction of all
the points is shown for better visibility) is indicated by points and the fitted tight-binding model by solid lines. (b) The fitting weight function
given in Eq. (S3). For the description of the Q′PQ path in panel (c) see the paragraph preceding Eq. (S4). The coloring of the energy bands
follows their labelling according to increasing energy.

where λ = 4 eV−1, ∆E = 2 eV, w0 = 0.01 and E is the band energy according to the first-principles calculations. The choice of
weight function in Eq. (S3), illustrated in Fig. S2(b), ensures that the fitted model reproduces features within an approximately
∆E/2 = 1 eV wide energy window around the Fermi level more faithfully than those farther away. We provide an implementation
of the fitting procedure in Mathematica as well as our results in the Supplementary Data [1].

The band structure of the resulting TB model along the lines of symmetry is compared to the first-principles data in Fig. S2(a).
We observe that the fit is good close to the Fermi level but diminishes for energies farther away. Except for the fourth band, the
band connectivity and overall behaviour of the bands is reproduced, as expected. Figure S2(c) shows the band structure along
the line Q′PQ with P being the position of the triple point and Q a point on the BZ boundary directly above K at the same kz
as P. We thus expect the TB model to reproduce the band structure in the energy window [−2, 2] eV very well even outside the
lines of symmetry and in particular near the triple point.

To convert the TPs into multi-band nodal links, the C6v symmetry needs to be broken. In the TB model this is modelled by
adding the leading C6v-breaking term,

Hstrain(k) = s



1
−1

0
0


, (S4)

which lifts the degeneracy along the ΓA line. This term still satisfies the C2v symmetry and thus corresponds to the application
of uniaxial strain.
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FIG. S3. First-principles data showing the effect of uniaxial strain εy. (a) Band structure and contribution of the N orbitals (colored overlays)
for compression and expansion in the y-direction. The energy of the band dominated by px decreases for εy > 0 and increases for εy < 0. (b)
The extracted dependence of the energy splitting parameter s on the strain εy.

In the first-principles calculations, we model uniaxial strain by deforming the lattice constants, such that a C2v symmetry
remains, see Sec. I A for more details on the numerics. In particular, we multiply the y-component of all lattice vectors by a
factor of 1+εy with experimentally reasonable values of εy in the range from −3.5% to 3.5%. The dominant effect is the splitting
of the 2D IR along ΓA, which can be related to the strain parameter s from Eq. (S4) by

2s =̂ ENpx (ΓA) − ENpy (ΓA). (S5)

Extracting the value of s for different εy we find that εy > 0 corresponds to s < 0 [Fig. S3(a)] and can establish the relationship
s(εy) [Fig. S3(b)]. For example, s = −0.03 eV corresponds to roughly 3% tensile strain in the y-direction.

II. FINDING NODAL LINES BASED ON A TIGHT-BINDING MODEL

Based on the ideas described in our companion paper [17], we have developed a simple partially adaptive numerical algorithm
for finding nodal lines given a TB model. It is based on the fact that the discriminant ∆(k) of the characteristic polynomial of the
HamiltonianH(k) vanishes if and only if there is a node at k (corresponding to a multiple root of the characteristic polynomial).
Because the Hamiltonian is Hermitian, the roots of the characteristic polynomial are always real, which implies that ∆ ≥ 0.
Thus, the roots of ∆ are simultaneously local minima. It is convenient to go to cylindrical coordinates

k =


k cos(θ)
k sin(θ)

kz

 (S6)

and consider k = 0 and k , 0 separately. The first case can be checked explicitly for roots, while we handle the second case
using a grid of (θ, kz) points. For each (θ, kz) we sample k, detect minima and perform root finding around those. At the end,
roots are selected according to a specified tolerance, duplicates are removed and the energy gap is determined by computing the
eigenenergies. The most important parts of the algorithm are summarized in Fig. S4 in pseudocode and our implementation in
Mathematica and the results can be accessed in the Supplementary Data [1].

The algorithm has one limitation: NLs confined to planes with constant θ and/or kz are not detected if the corresponding values
of θ and kz are not in the initial grid. For mirror-symmetry protected NLs this can be easily alleviated by making sure that all
candidate planes (according to the symmetries) are included in the (θ, kz) grid, while other NLs do not generally lie inside such
a plane, such that they will be detected for some values of kz at least. Alternatively, one could add additional adaptive loops to
take care of that. We have chosen the former way to deal with that limitation and found it sufficient for our purposes.

III. BULK-BOUNDARY CORRESPONDENCE FOR QUATERNION CHARGES IN Li2NaN WITHOUT AND WITH STRAIN

In this section we test the bulk-boundary correspondence for the generalized quaternion charge as proposed by Ref. [2]. To do
so, we first review in Sec. III A the main concepts relevant for understanding and computing the generalized quaternion charge,
following closely the discussion in Ref. [2]. Based on that discussion, we present in Fig. S5 an algorithm for the computation of
the quaternion charge. In Sec. III B we then discuss the surface spectrum of Li2NaN without and with strain, and relate it to the
bulk quaternion charges. We observe an agreement with the anticipated bulk-boundary correspondence after the surface states
that hybridize with the bulk states are explicitly included.
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Input: Function k 7→ ∆(k), lists {k}, {θ}, {kz}, tolerance tol and duplicate tolerance dtol.
Output: List of nodes.
find k = (0, 0, kz) with ∆(k) < tol and kz ∈ {kz} → append to roots;
for (θ, kz) ∈ {θ} × {kz} do

evaluate ∆(k cos(θ), k sin(θ), kz) for k ∈ {k} → {∆} ;
find local minima of {log(∆)} → minima;
for kmin ∈ minima do

perform root finding of ∆(k cos(θ), k sin(θ), kz) with initial value k = kmin → append to roots;
end
remove duplicates

∣∣∣k − k′
∣∣∣ < dtol and keep only ∆(k) < tol→ roots;

end
return roots;

FIG. S4. Algorithm for finding nodal lines based on roots of the discriminant ∆ of the characteristic polynomial of the Bloch Hamiltonian.

A. Review of the generalized quaternion charge

Consider an N × N real Bloch Hamiltonian in one dimension for generic N ≥ 2. By the spectral theorem, it can be written as

H(k) = u(k)E(k)u(k)T , (S7)

where u(k) is the matrix with columns being the (ordered, real, orthonormal) eigenstates u j(k) and E(k) the diagonal matrix of
(ascending) eigenenergies of H(k). The matrix u(k) is an orthogonal real matrix and thus defines an N-frame, the eigenframe.
Note that the band energies E j(k) can be continuously adjusted (as long as we do not produce a degeneracy) without affecting
the band topology. Thus, as long as there are no degeneracies, the band topology of the Hamiltonian can be completely captured
by the eigenframe u(k). Crucially, the frame has a remaining gauge freedom that manifests as the flipping of the sign of some
of the vectors u j of the frame. This is given by the N-dimensional point group PNh = O(1)N = ZN

2 generated by N mutually
perpendicular mirror symmetries. We can fix the handedness of the frame by choosing a gauge where u(k) ∈ SO(N), which
then reduces PNh to its special component PN . Consequently, the space of (spectrally normalized) Hamiltonians that we should
consider [2] is

MN = O(N)/PNh = SO(N)/PN = Spin(N)/PN , (S8)

where we first restricted to the special components and then lifted each group to its respective double cover. We explain further
below that the fundmamental group of MN , which coincides with the discrete group PN , captures the topology of NLs in spinless
PT -symmetric models.

We first briefly characterize the groups and lifts appearing in Eq. (S8). The lift of an element of SO(N) close to the identity to
Spin(N) is performed by working in the corresponding algebras so(N) and spin(N), where the lift can be simply performed on
the level of the basis elements:

∑

i< j

αi jLi j 7→
∑

i< j

αi jti j. (S9)

Here, {Li j}i< j and {ti j}i< j are bases of so(N) and spin(N), respectively, and we choose

(Li j)ab = −δiaδ jb + δibδ ja, (S10)

ti j = −1
4

[
Γi,Γ j

]
, (S11)

where the {Γi} are Gamma matrices in N dimensions. Furthermore, PN is a subgroup of O(N), and we can obtain the generators
{e1, e2, . . . , eN−1} of PN from the generators

{
eπL1 j

}N
j=2 of PN :

e j−1 = eπt1 j =
1
2

[
Γ j,Γ1

]
= 2t1 j (S12)

for 2 ≤ j ≤ N − 1. From its definition we can read off that e j−1 encodes a π-rotation in the (1, j)-plane (i.e. a π-twist of the first
and jth band). An alternative set of generators is provided by

g j ≡


e1, j = 1
e j−1e j, j ≥ 2

, (S13)



7

Input: N-band Hamiltonian along a closed path γ: t ∈ [0, 1] 7→ H(γ(t)), stepsize ∆t.
Output: Generalized quaternion charge q(γ) ∈ QN .
if there is a band degeneracy along the path then

return NULL;
else

initialize V = 12bN/2c×2bN/2c ;
diagonalizeH(γ(0))→ frame u0 ∈ O(3);
select special component: u0 diag(1, 1 . . . , 1, det(u0))→ u0 ∈ SO(3);
for n = 1 to 1

∆t do
diagonalizeH(γ(n∆t))→ frame un ∈ O(3);
select special component: un diag(1, 1 . . . , 1, det(un))→ un ∈ SO(3);
compute uT

n−1un → ∆Rn;
fix gauge: un sign(diag(∆Rn))→ un ∈ SO(3);
update uT

n−1un → ∆Rn;
decompose log(∆Rn) into so(N) basis→ {αi j};
compute lift of ∆Rn to Spin(N): e

∑
i< j αi jti j → ∆Rn;

update V∆Rn → V;
end
decompose V into basis of generalized quaternions

1
2bN/2c tr(V)1 +

∑2N−1−1
i=1

1
2bN/2c tr(qiV)qi ∈ QN → q(γ);

return q(γ);
end

FIG. S5. Computation of the generalized quaternion charge q(γ) ∈ QN for an N-band Hamiltonian H(k) along a closed path k = γ(t), based
on the discussion in Ref. [2]. A frame is defined to be the matrix with columns being the ordered real orthonormal eigenstates in order of
ascending eigenenergies and sign(diag(∆Rn)) is the diagonal matrix consisting of the signs the diagonal entries of ∆Rn.

which corresponds to a π-rotation in the ( j, j + 1)-plane [i.e. the band inversion of the jth and ( j + 1)th band]. The elements of
PN are then given by all possible products of elements of either set of generators together with the identity. We call this group
the generalized quaternion group QN and denote its 2N elements by

±1, ±q1, ±q2, . . . , ±q2N−1−1, (S14)

where the corresponding matrix representations qi of the elements qi are the products of generators:

q1 = g1, q2 = g2, . . . , qN−1 = gN−1, qN = g1g2, qN+1 = g1g3, . . . , q2N−1−1 = g1g2 · · · gN−1. (S15)

We now turn attention to the topological invariants in the momentum space. Closed paths γ in momentum space with non-
degenerate spectrum at each point k ∈ γ are characterized by the first homotopy group π1(MN), which is found to be [2]

π1(MN) = PN . (S16)

This implies the existence of an invariant q(γ) ∈ PN , called generalized quaternion charge by Ref. [2]. Its numerical computation
is based on tracking the rotation of the eigenframe lifted to Spin(N) along the closed path γ. The total spin-rotation along γ can
be decomposed into a linear combination of the matrices in Eq. (S15), and if there are no band degeneracies along γ, the total
rotation itself is (within numerical precision) equal to one of these matrices, i.e. it is an element of QN . Figure S5 shows this
algorithm in pseudocode. We make our implementation in Mathematica available in the Supplementary Data [1].

Due to its non-Abelian character, the quaternion charge is only well-defined up to conjugation by elements in QN , such that
the topology is classified by the equivalences classes of QN . They are [2]

• {±gn1
1 gn2

2 · · · gnN−1
N−1}, ni ∈ {0, 1} with the exceptions

• {+1}, {−1} and

• if N is even also {+g1g3 · · · gN−1}, {−g1g3 · · · gN−1},
which follow from the commutation relations between the generators. The fact that ±1 are in distinct conjugacy classes for any
N results in the paths that are classified by these charges to be stably topologically inequivalent, while ±g1g3 · · · gN−1 result in
an unstable topological inequivalence (since adding an additional band brings them into a single conjugacy class).
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The set of generators given in Eq. (S13) provides a useful interpretation of the quaternion charge in terms of its factors g j.
Since g j corresponds to a π-rotation in the ( j, j + 1)-plane, it suggests a band inversion between bands ( j, j + 1) [2, 18] with
associated π Berry phases on those two bands. Consequently, if the quaternion charge is computed on a closed loop in k-space
that does not wind around the BZ torus, then each factor g j indicates that a band node (in 2D) or NL (in 3D) between bands
( j, j+1) is enclosed [2]. Equivalently, we consider the Hamiltonian along the closed loop as a 1D system. Then, deforming it to a
constant Hamiltonian requires a closing of the gap between bands ( j, j + 1) for each factor g j. We make use of this interpretation
in the following study of the bulk-boundary correspondence.

B. Surface Spectrum Li2NaN without and with strain

To analyze the surface properties we consider a slab geometry of the TB model H(k) [1] with termination at the surface
indicated in Fig. 3(a) of the main text. In that illustration, the atoms intersected by the red layer are included in the slab, and
the purple arrow indicates the surface normal pointing outside from the sample. Thus, we assume a finite-size system with open
boundary conditions in the t1 direction and an infinite size in the t2, t3 directions. The Bloch Hamiltonian for N layers is

H(k2, k3)nn′ =

∫ 1/2

−1/2
dk1H


3∑

j=1

k jG j

 e2πi(n−n′)k1 , (S17)

where n ∈ {1, 2, . . . ,N} is the layer index. By diagonalizingH(k2, k3) at each point (k2, k3) in the surface Brillouin zone (SBZ),

H(k2, k3) |i〉 = Ei |i〉 , (S18)

we obtain 4N eigenstates, and compute the surface spectral function

AS(E, k2, k3) =
∑

i

δ(Ei − E) 〈i|Psurface|i〉 , (S19)

where Psurface is the projector onto the outermost surface layer n = N. For our calculations we use N = 100 and we replace the
Dirac delta function by a Lorentzian with a half-width of 0.021 eV. The results of the calculation for the TB model without and
with strain are shown in Figs. S6(a) and S6(c), respectively.

We compare the surface spectral function obtained from the TB model to the predictions from the first-principles modelling
[cf. Sec. I A]. While the constructed TB model does not include the lithium atoms, thus leading to a unique surface termination
along the considered direction, the explicit presence of the lithium orbitals in the first-principles calculations enables terminations
at various inequivalent layers. By comparing the data, we find that the TB model reproduces the first-principles calculations
[Fig. S6(b,d)] for the termination at the layer shown in Fig. 3(a) of the main text with the specifications detailed above Eq. (S17).
For this termination, the outermost layer of nitrogen atoms is enclosed in a complete hexagonal cage of lithium atoms, just like
the bulk nitrogen atoms.

The observed correspondence suggests that the basis orbitals of the constructed TB model effectively correspond to a mixture
of the nitrogen px,y orbitals hybridized with the lithium px,y orbitals of the enclosing hexagonal cage [as is indeed visible in
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1
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FIG. S6. Surface spectral function of Li2NaN (a,b) without strain and (c,d) with 3% tensile strain (corresponding to s ≈ −0.03 eV), which was
obtained from (a,c) the tight-binding model with N = 100 layers [cf. Sec. I B] and (b,d) first-principles calculations [cf. Sec. I A]. Different
relative color scales are used in the comparisons. Note that the surface band at energy E > 1 eV visible in the first-principles data (b,d) is not
reproduced in our TB model (a,c). This difference arises due to the enforced detachment of the fourth band from the higher-energy ones.
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FIG. S7. Band structure of the slab Hamiltonian of Li2NaN defined in Eq. (S17) for N = 200 layers and k2 = 0, plotted for increasing strain
given by the parameter s defined in Eq. (S4). The color scale indicates the inverse participation ratio (IPR), Eq. (S20), according to the legend
on the right. In panel (a) the IPR reveals two surface bands, one in gap 1 − 2 and one in gap 2 − 3. In the strained case [panels (b–d)], not
all surface bands are well visible, due to hybridization with the bulk states, whose degree depends on s. However, looking at panels (b–d) we
can deduce that there are four surface bands [indicated by black arrows in panel (c)], even if they are not always visible [e.g. the upper surface
state in gap 2 − 3 is best visible in panel (b) and the lower one in panel (d)].

Fig. S1(c)]. Since the TB model implicitly assumes the same orbitals also at the boundary, the surface termination reproduced
by the TB model must correspond to the case when the outermost nitrogen atoms are surrounded by unbroken hexagonal cages
of lithium atoms, consistent with our findings. One obvious difference between the predictions of the TB model [Fig. S6(a,c)]
as compared to the first-principles data [Fig. S6(b,d)] is the absence of a surface band in energy range of 1 to 2 eV, i.e. relatively
far from the Fermi level. We expect this surface band to originate from a band inversion between the fourth and higher-energy
bands, and that it is absent in the TB modelling due to the enforced detachment of those bands [cf. Sec. I B].

To better visualize the surface states, we now consider the full slab band structure for N = 200 layers instead of just the surface
spectral function, and we compute the inverse participation ratio (IPR) of each state. The IPR of a (normalized) state vector ψ is
defined as

IPR(ψ) =

N∑

n=1

pn(ψ)2, (S20)

where the sum is over the layer index n, and pn(ψ) is the probability of an electron in state ψ to be found in layer n (in any of
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0.03

0.04

0.05

FIG. S8. (a) Quaternion charge in the full surface Brillouin zone and the projection of bulk nodal lines for s = 0. As indicated in the legend, we
assign colors to the equivalence classes of the quaternion charge according to the representation in terms of the generators g1, g2, g3, such that
e.g. the overlap of red and green (yellow) corresponds to ±g1g2. For illustration purposes we do not distinguish between elements of different
signs even in the cases where they are in different equivalence classes (±1 and ±g1g3). This does not impair the presentation of results, because
the gray region coincidentally is always +1, while the distinction of ±g1g3 is fragile under the addition of additional trivial bands. (b–d) Band
structure of the unstrained slab Hamiltonian of Li2NaN defined in Eq. (S17) for N = 200 layers and different values of k2, corresponding to
three cuts through the surface Brillouin zone. The color scale indicates the inverse participation ratio (IPR), Eq. (S20), according to the legend
on the right. The cuts at k2 , 0 clearly reveal that the two surface bands lie in gaps 1 − 2 and 2 − 3.



10

FIG. S9. Quaternion charge and the projection of bulk nodal lines for s = −0.05 eV. See caption to Fig. S8(a) for a description of the legend.
The panel on the left shows the full surface Brillouin zone (SBZ), the panel on the right a close-up on |k2| < 0.15, with the inset showing the
details of the multi-band nodal link. The four vertical gray lines in the right panel indicate the cuts for which the slab band structure and IPR
are plotted in Fig. S10.

FIG. S10. Band structure of the slab Hamiltonian of Li2NaN defined in Eq. (S17) for N = 200 layers and s = −0.05 eV, plotted for
different values of k2 corresponding to the four cuts through the SBZ shown in the right panel of Fig. S9. The color scale indicates the inverse
participation ratio (IPR), Eq. (S20), according to the legend on the right. Below panels (a–c) the extent of each surface band is indicated by a
colored horizontal bar, where the color indicates the gap in which the surface band occurs. The color scheme matches the one of Fig. S9, which
is indicated by the corresponding generators g j. Multiplying the generators g j that are present at a given k3 results in the quaternion charge, as
shown in the bottom-most bar. The colors of this latter bar match Fig. S9 along the corresponding cut. We omit this discussion in panel (d)
due to the difficulty to recognize the hybridized surface bands at this combination of s and k2. See the text of Sec. III B for more details.

the four basis orbitals). The IPR is a measure of localization: a state ψ perfectly and uniformly localized on m layers satisfies
IPR(ψ) = 1/m, which for a completely delocalized state becomes 1/N.

In general, surface states can hybridize with bulk states that project to the same point in the SBZ and lie at the same energy.
However, as long as the hybridization is not too strong, they are still localized and are thus visible via the IPR. To uncover all
surface states, we look at the evolution of the band structure (and IPR) when increasing the strain parameter s from 0 to −0.2
[Fig. S7] for k2 = 0. In the strained case [panels (b–d)] we identify a total of four surface bands: one formed by bands 1 − 2,
two by 2− 3 and one by 3− 4. For large enough s, the first and last surface band are located in bulk energy gaps, while the other
two clearly hybridize with bulk states. In the unstrained case [panel (a)], only two surface bands are visible, one between bands
1 − 2, and one between bands 2 − 3.

We now discuss the correspondence between the bulk quaternion charges and the surface states. The naively expected bulk-
boundary correspondence [2] suggests that surface states appear between bands j and j + 1 if the quaternion charge contains the
generator g j as a factor (which corresponds to an inversion of those two bands). Similar to Fig. 3(g) in the main text, we show
the bulk quaternion charge for the closed paths projecting onto points in the SBZ in the absence of strain [Fig. S8(a)] and with a
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large tensile strain [Fig. S9].
To start our comparison, we first consider the unstrained case, when the quaternion charge near k2 = k3 = 0 is±g1g2 [Fig. S8(a)].

Note that the quaternion charge is not well-defined at the line k2 = 0, because red NLs project onto the SBZ there. In accordance
with the anticipated bulk-boundary correspondence, we find one surface band in both the first and the second energy gap [cf.
Fig. S8(b,d)]. For another comparison, we consider a large strain value s = −0.05 eV. The quaternion charges over the whole
SBZ are displayed in Fig. S9, and we compare them to the surface states for various k2 and k3 [Fig. S10]. We again find a
correspondence with the anticipated bulk-boundary correspondence [2], however, one has to be careful with the counting and
with the inclusion of the surface bands that hybridize with the bulk states, therefore we expound a few cases in more detail.

Referring to Fig. S10 for surface bands and to the right panel of Fig. S9 for the quaternion charge, we make the following
observations. In panels (a–c) there are four surface states states: one between bands 1 − 2, two of different extent along k3
between bands 2− 3 and one between 3− 4. First, for all four cuts the quaternion charge contains a factor g1, which is consistent
with the surface band in the gap 1 − 2 extending over all k3 values. Furthermore, the surface band in the gap 3 − 4 corresponds
to a factor g3 which appears inside the blue nodal ring in Fig. S9, and thus the corresponding range of k3 shrinks for increasing
k2 [panels (a–c)] until it vanishes completely [panel (d)]. Finally, for the surface bands in the 2 − 3 gap, the discussion becomes
a bit more involved due to the missing bulk gap, which leads to hybridization of the possible surface states with the bulk states.
Nevertheless, we are able to identify two surface bands between these two bands, which are barely visible in panels (a–c), but
not visible anymore in panel (d). For values of k3 where both of these surface bands are present, we expect a trivialization
(±g2

2 ∼ ±1) and thus correspondence to no factor g2 in the quaternion charge, while g2 should be present if there is only one of
these two surface bands. Note that in panels (a,b) the 2 − 3 surface band higher in energy has an extent in k3 which is slightly
smaller than the one of the 3 − 4 surface band, such that a (small) region with surface bands in all three gaps results. This is
consistent with the small white overlap shown in the inset of the right panel of Fig. S9. The white region has vanished in the
third cut [panel (c)], which is reflected in the upper 2 − 3 surface band now having a larger extent in k3 than the 3 − 4 surface
band.

IV. DENSITY OF STATES AND OPTICAL CONDUCTIVITY OF Li2NaN

In this section we elaborate on the calculations and results for the density of states and the optical conductivity of Li2NaN,
which have only been briefly discussed in the main text. In preparation for these calculations, we compute the cumulative density
of states for the TB model for various values of the strain parameter using the Python package WannierBerri [19, 20]. We use
an initial k-space grid of 4003 points and perform 40 iterations of adaptive refinement, cf. [1] for the full Python script and the
explicity results. By imposing charge neutrality, we can deduce the Fermi level EF for each case.

A. Density of states

We verify the observation of a large jump in the density of states (DOS) near the Fermi level by computing it for the TB
model using the Python package WannierBerri [19, 20]. Starting with an initial k-space grid of 4003 points we perform 2600
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FIG. S11. Density of states (DOS) of Li2NaN for chemical potential µ near the Fermi level EF obtained from the tight-binding model without
and with strain. The inset shows a close-up of the jump at µ = EF. The data is smoothed by a moving average over ten points. The same data,
but plotted on a logarithmic scale, are included as Fig. 3(j) of the main text.
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FIG. S12. The real and the imaginary part of the interband optical conductivity in S/cm for different values of the strain parameter s (cf. inset
legend on the top left).

iterations of adaptive refinement [cf. [1] for the full Python script]. The results of this calculation for s ∈ {0,−0.01,−0.03} eV
are presented in Fig. S11. Note that in reality the jumps would be smeared over a region of approximately 40 meV due to the
dispersion along ΓA which is assumed to be completely flat in the TB model.

The single large jump from approximately 0.5 eV−1 to 7 × 10−3 eV at the Fermi level for the unstrained case is split into two
consecutive jumps at approximately −2s and slightly above the Fermi level for the strained case. Just as the single jump is
explained by the flat dispersion of the two degenerate bands of the 2D IR along ΓA, the double jump follows from the same two
bands after being split by the symmetry-breaking strain. This is consistent with the distance between the two jumps being 2s
and thus equal to the energy splitting of the nitrogen px,y orbitals.

B. Optical conductivity

For the calculation of the optical (interband) conductivity of Li2NaN based on our TB model using the Python package
WannierBerri [19, 20] we chose an initial grid of 6253 points in k-space and ten iterations of adaptive refinement. Furthermore,
the Kubo formula requires us to choose a smearing parameter for approximating the delta function [20] and we set that to
η = 0.01 eV. The full Python script used to obtain the data is given in Ref. [1].

Here we present additional results for the optical conductivity that are not shown in the main text. We show both the real and
the imaginary part of all non-vanishing components of σαβ. Note that in the absence of strain σxx = σyy due to the symmetries.
Similar to Reσxx, which we discussed in the main text, Reσyy is strongly suppressed for small ~ω when increasing the strain
parameter s. However, while the peak of Reσxx near ~ω ≈ 0.32 eV is decreased when applying strain, it becomes more
pronounced (and is shifted towards larger frequencies) for Reσyy. While the imaginary part can be obtained from the real part
using the Kramers-Kronig relation, it highlights the differences of σxx and σyy under strain. In both cases there is a large drop
and thus a local minimum for finite but small frequencies, but in Imσyy this is accompanied by the formation of a sharp peak at
higher frequencies. This peak is located roughly at ~ω ≈ 2 |s| and becomes very pronounced for large s.

V. TRIPLE-POINT MATERIALS

In the main text we present three materials exhibiting TPs that have not been reported previously [cf. compounds in Table I
marked with †]. We identified these materials based on the symmetry criteria given by our classification and first-principles
calculations [cf. Sec. I A]. Figure S13 shows the band structure near one of the TPs along the relevant rotation-invariant line
in each of those compounds as well as the irreducible co-representations of the involved bands. This justifies the placement of
those material candidates in Table I of the main text. We study the TPs of these materials and their associated attached nodal-line
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FIG. S13. Band structure near the triple point (TP) and irreducible co-representations of the corresponding bands along the relevant rotation-
invariant line for (a) AlN, (b) CaNaP, and (c) Na2O. The relevant TP is marked by a yellow dot and arrow. Note that in some of the materials
there are additional TPs present, some of them may be of a different type than the one marked. A detailed study of these materials appears in
our companion work [17].

arcs in detail in our companion paper [17], where we explicitly verify the agreement with the presented classification of the TPs.
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[18] A. Tiwari and T. Bzdušek, Phys. Rev. B 101, 195130 (2020).
[19] S. S. Tsirkin, arXiv:2008.07992 (2020).
[20] X. Liu, S. S. Tsirkin, et al., in preparation (2021).

https://dx.doi.org/ 10.3929/ethz-b-000423924
https://dx.doi.org/ 10.3929/ethz-b-000423924
https://dx.doi.org/10.1126/science.aau8740
https://dx.doi.org/10.1103/PhysRevB.54.11169
https://dx.doi.org/10.1103/PhysRevB.59.1758
https://dx.doi.org/10.1103/PhysRevLett.77.3865
https://arxiv.org/abs/2002.04032
https://dx.doi.org/10.1107/S1600576717011712
https://dx.doi.org/ 10.1016/j.cpc.2017.09.033
https://dx.doi.org/10.1103/PhysRevB.56.12847
https://dx.doi.org/ 10.1088/1361-648X/ab51ff
https://dx.doi.org/ 10.1088/1361-648X/ab51ff
https://dx.doi.org/10.1038/nature23268
https://dx.doi.org/ 10.1103/PhysRevX.7.041069
https://dx.doi.org/10.1038/s41467-017-00133-2
https://dx.doi.org/ 10.1524/zkri.2006.221.1.15
https://dx.doi.org/ 10.1524/zkri.2006.221.1.15
https://dx.doi.org/ 10.1107/S0108767305040286
https://dx.doi.org/10.1088/1367-2630/aadf67
https://dx.doi.org/10.1103/PhysRevB.101.195130
https://arxiv.org/abs/2008.07992

	Supplemental Material to: Multi-band nodal links in triple-point materials
	Contents
	Construction of a tight-binding model for Li2NaN
	First-principles calculations
	Effective low-energy tight-binding model

	Finding nodal lines based on a tight-binding model
	Bulk-boundary correspondence for quaternion charges in Li2NaN without and with strain
	Review of the generalized quaternion charge
	Surface Spectrum Li2NaN without and with strain

	Density of states and optical conductivity of Li2NaN
	Density of states
	Optical conductivity

	Triple-point materials
	References


